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A Cointegrated Structural VAR Model of the Canadian Economy

Abstract

This paper implements a cointegrated structural VAR model of the Canadian economy using quarterly data over the period 1964-1994. The dynamic properties of the estimated model are compared to the predictions of a simple textbook macro model. Four long-run equilibrium relationships; i) consumption-income, ii) consumption-wealth, iii) money demand and iv) the Fisher equation are tested. Our empirical results are generally consistent with the predictions of the textbook model's long-run implications, although level shifts are observed in the consumption/income and the wealth/income ratios. Similarly we find that there was an increase in the ex-post real interest rate, implying a level shift in the Fisher relation, following the Bank of Canada's policy change toward a stable price level target.
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1 Introduction

Despite their stylized nature and simplicity, basic textbook macroeconomic models often form the basis of the responses of professional economists when asked to describe the effects of different policies or shocks (e.g. increases in productivity or decreases in money growth) on such variables as real output, interest rates, inflation, consumption and wealth. These simple models often provide reasonably accurate descriptions of how the U.S. economy works and there exist a number of empirical studies analyzing such macroeconomic models for the U.S. economy. For example, Sims (1980) employs reduced form vector autoregressions (VARs) to investigate the behavior of some important macro variables within a dynamic framework. His results supported the monetarists view of how the economy functions. In response to criticisms of reduced form VARs with regards to econometric identification (see Leamer, 1985 and Cooley and LeRoy, 1985), Blanchard (1989) imposed restrictions on the contemporaneous correlations among the endogenous variables in an effort to identify the structural innovations from the reduced form model of the U.S. economy. Blanchard and Quah (1989) use long-run neutrality restrictions to identify aggregate demand and aggregate supply shocks. Gali (1992) achieves identification by imposing both long-run (neutrality) and short-run (contemporaneous) identifying restrictions on a small VAR model based on the Keynesian IS-LM model. King, Plosser, Stock and Watson (1991) show how the stochastic trend components of "permanent" innovations can be identified in a cointegrated system. Crowder, Hoffman and Rasche (1999) expand on King et. al. (1991) by imposing a complete structural identification of components that leave both permanent and transitory effects on the variables of interest. All of the above studies generate results that are generally consistent with predictions of textbook macroeconomic models.¹
This paper follows the framework used in King, et al. (1991) and Crowder, et al. (1999) and extends the model by incorporating consumption and equity wealth into a small macro model for Canada. The empirical model yields four equilibrium relationships, a consumption function, a money demand relation, a Fisher relation and a long-run link between equity wealth and consumption. Theory suggests that each of the above relations should have a stable long-run equilibrium.

The results of this paper show that, while the long-run linkages between these relationships were maintained over the entire sample period, after 1982 permanent level shifts occurred in the consumption-to-income ratio, the equity wealth-to-income ratio and ex-post real interest rates. In particular, we find a downward shift in the consumption-to-income ratio from an average of 0.907 during the pre-1982 period, to an average of 0.866 during the post-1982 period. Using recently developed measures of equity wealth for Canada, we also find a downward shift in the total consumption-to-wealth ratio from an average of 1.248 during the pre-1982 period, to an average of 0.741 during the post-1982 period. This is consistent with the literature indicating an increase in private saving and equity wealth during this period as well as a slowdown in the growth of consumption. Finally, ex-post real interest rates increased from an average of 0.34% during the pre-1982 to an average of 6.28% during the post-1982. We also find evidence of the Darby effect (effect of taxes on the Fisher coefficient) in the Fisher relation, such that we cannot reject a Fisher coefficient of 1.6. We identify our break points both statistically and historically by noting that the Canadian economy suffered a severe recession from 1980 to 1982. In addition, the Canadian central bank pursued a tight monetary policy and expansionary fiscal policy during the post-1980 period. In the post-1980 period Canada also increased incentives to save through changes in the tax laws. The above results are consistent with the literature suggesting that the
Central Bank of Canada maintained a high level of real interest rates to keep inflation down and encourage private saving. Another important contribution of the paper comes from the dynamic analysis of the equilibrium system. First we are able to statistically identify real income and inflation as the sources of the two common trends in the system. The leads to a natural dichotimization of the two permanent structural innovations into real and nominal shocks. This allows us to impose a long-run neutrality restriction identifying the nominal permanent shock from the real in the VAR impulse response analysis. The remaining structural transitory innovations are identified in the standard recursive manner. From these impulse responses we are able to infer several important features of the Canadian economy. For example, the output cost of a permanent one percent reduction in inflation is over 1% of real GDP over approximately a ten year horizon. Another example shows that the consumption effect of an exogenous decline in equity (stock market) wealth is found to be quite small economically with a 10% decline in equity wealth resulting in a decline in consumption spending of at most 0.7%. These inferences may serve as useful benchmarks for theoretical work as suggested by Lucas (2003).

The remainder of this paper is organized as follows: Section 2 provides the theoretical foundation that underlies our subsequent empirical results as well as a short literature review. Section 3 describes the econometric methodology employed. Section 4 describes the data and the empirical results. Section 5 provides a summary and conclusion.

2 The Empirical Model

We chose six variables to include in our empirical model of the Canadian economy. These include log real per-capita disposable personal income, log real per-capita consumption expenditures, log real per-capita M1 money balances, the three-month Canadian treasury bill interest rate, the GDP deflator inflation rate and log real per-capita equity wealth. These
variables were chosen not only for their importance in the functioning of the macroeconomy, but also for the specific questions of interest in our analysis. Real income, real money and nominal interest rate are standard in almost all small scale models of the macroeconomy. We add real consumption and real equity wealth to investigate the wealth effect on consumption and the other macro variables. We include inflation to capture the indirect effects of nominal policy shocks, especially monetary policy. These variables were also chosen because of the theoretical equilibria shared among them.

2.1 Four Long-run Equilibrium Relations

The following long-run equilibrium relationships can easily be derived from standard textbook models of the macroeconomy:

1. Consumption-Income: \( c_t = \theta_1 y_t \)

2. Consumption-Wealth: \( c_t = \theta_2 w_t \)

   Hypothesized Values: \( \beta_1 = \theta_2 = 1 \)

3. Money Demand Relation: \( m_t = \gamma_1 y_t - \gamma_2 i_t \)

   Hypothesized Values: \( \gamma_1 = 1 \)

4. Tax-Adjusted Fisher Relation: \( r_t = (1-\tau)i_t - \pi_{t+1} \)

Our system consists of six variables; \( y, \pi, i, c, w, \) and \( m \), with four hypothesized long-run equilibrium conditions. In the empirical section of this study, we will demonstrate that the Canadian data comprising these six variables are consistent with stochastic trend behavior implying that the hypothesized equilibria can be interpreted econometrically as four cointegrating relations among the six variables. This implies that all but two of the innovations impinging on the data have only transitory effects. This yields a convenient interpretation for the
two shocks that leave permanent imprints on the data, i.e. a permanent real innovation and a permanent nominal innovation. Identification of the two permanent shocks relies on a long-run neutrality restriction. The theoretical predictions of our model with respect to the behavior of the endogenous variables to each permanent innovation can be summarized as follows:

Permanent real shocks (e.g. productivity shocks or aggregate supply shocks) will have permanent effects on all of the variables. A positive innovation to productivity should permanently increase real income, real money balances, real consumption and real equity wealth. The effect on nominal interest rates and inflation should be to reduce both in the long run but consistent with a temporary increase in real interest rates. Permanent nominal shocks will have at most only temporary effects on real income, real consumption, real equity wealth and real interest rates. Such shocks should leave a permanent imprint on nominal interest rates and inflation and real money balances. This leaves four transitory or temporary innovations. Identification of the four transitory innovation is achieved by a set of contemporaneous restrictions on the effects of the four innovations.

3 Empirical Methodology

3.1 Univariate Analysis

The two most commonly used unit root tests, the augmented Dickey-Fuller test (ADF $\tau$-test) of Said and Dickey (1984) and Phillips-Perron test (PP $Z$-test) of Phillips and Perron (1988), have low power against local stationary alternatives. Elliot, Rothenberg and Stock (1996) (ERS) develop a feasible point optimal $DF^{GLS}$ test that relies on local GLS detrending to increase the power of the unit root tests. Ng and Perron (1995, 2001) and Perron and Ng (1996) extend the work of ERS by developing modified versions of the PP tests that have much better size properties than the conventional PP tests but also retain the power of the $DF^{GLS}$ test. These unit
root tests are based on the local GLS detrending method and in addition use an autoregressive spectral density estimator of the long-run variance. These tests, the $M \bar{Z}_\rho$ and the $M \bar{Z}_\tau$ have similar power to the $DF^{GLS}$ test but have superior size properties in the presence of MA disturbances. The decrease in size and increase in power are enhanced when one chooses the lag length based on the modified information criteria (MIC) developed in Ng and Perron (2001).  

3.2 Multivariate Analysis

We estimate and test for our hypothesized equilibrium relationships among the variables using the procedure developed by Johansen (1991). Since the asymptotic distribution of the test statistics for cointegration depend upon the specification of the deterministic components, we are careful to appropriately specify the model along this dimension using the methodology advocated in Johansen (1994). Hypothesis tests on the estimated long-run equilibria, $\hat{\beta}$, can be conducted using likelihood ratio (LR) tests with standard $\chi^2$ inference. We also consider an additional test developed by Horvath and Watson (1995). This test can be used to test the null hypothesis of no cointegration when the cointegration vector is prespecified. This type of system based test may be more powerful than Johansen tests when the long-run relationships are specified close to their true values.

Conventional tests for cointegration are usually conducted under the assumption that the long-run equilibrium between the variables in question is stable over the entire sample period. This may be a misleading assumption, especially if there were significant changes in the economic environment over the sample period. It is well known that structural breaks in time series can bias tests of unit roots and cointegration. As Canada has undergone changes in monetary policy as well as taxing policies during the sample period under study, it would seem
prudent to investigate for any structural change. We conduct dynamic econometric specification analysis to investigate the existence of such regime changes and account for them in the estimation results. With regard to the stability of the cointegrating vector, Hansen and Johansen (1993) have developed a recursive test for the constancy of the cointegrating space within the FIML estimation procedure. This procedure fixes the short-run dynamics at the full sample estimates and treats the full sample estimate of the cointegration vector as the null hypothesis in a recursive analysis. Hansen and Johansen (1993) stability tests along with ocular inspection show that there were indeed structural breaks in the consumption/income ratio, the equity wealth/income ratio and in the linkage between the interest rate and inflation. We thus, augment our Johansen cointegration tests with dummy variables to take account regime shifts.

4 Data and Empirical Results

4.1 Description of Data

The data employed in this paper are obtained from the Bank of Canada and combined with wealth data developed by MacKlem (1997). The data used in this paper are quarterly and measured in real per-capita terms. The GDP price deflator is used to covert nominal magnitudes into real variables. The variables include disposable income, total consumption expenditures, seasonally adjusted M1 monetary aggregate, Equity wealth, 3-month Treasury bill rate, and inflation computed as log differences of the GDP price deflator (annualized) over the 3-month maturity period of the Treasury bill. Nominal equity wealth is defined as the "current" value of shares held by persons and unincorporated businesses. Current value is measured as the sum of book value and cumulated retained earnings. We also investigate the effects of substituting non-durables and service consumption for total consumption and also investigate alternative measures of wealth.
Figure 1 plots the six series. The upper left panel plots the natural (log) of real per-capita total consumption and (log) real per-capita disposable income. Total consumption and real disposable income for Canada move together upwards, suggesting a similar rate of growth. However, a careful examination reveals that the deviation between (log) income and (log) consumption increased during the 1980s, as consumption shifted downwards during the recession in the early 1980s and then resumed its long-run rate of growth. This is consistent with the findings of Lee and Siklos (1993), who document a sharp change in the consumption-income relationship occurring after the recession in Canada during the early 1980s. This result suggests a potential structural change in the consumption-disposable income relation. Because the variability of consumption spending differs between durables and non-durables and services, we test separately whether one of the major components of consumption is cointegrated with real disposable income. Since non-durables and services are the largest component of total consumption, results can be sensitive to how spending by consumers is aggregated. A graph of (log) real per-capita disposable income and (log) real per-capita non-durable and service consumption (not shown) reveals a similar relationship. We therefore focus on total consumption spending.

The upper right panel of Figure 1 plots the (log) of real per-capita equity wealth and (log) real per-capita consumption. Until the early 1980s equity wealth grows at a slower rate than consumption. The first time period in which the growth in equity wealth exceeds that of consumption growth is 1980Q1. During the post-1982 period the growth in equity wealth was persistently higher than the growth in consumption. The lower left panel of Figure 1 plots the M1 velocity against the 3-month Treasury bill interest rate. The lower right panel of Figure 1 plots the 3-month Treasury bill rate and the annualized inflation rate over the following three-months.
We again see a change in the linkage of these variables developing during the post-1980 period. The inflation rate is persistently below the Treasury bill rate during the post-1980 period. In 1981Q3, the spread between the Treasury bill rate and the inflation rate reached a peak of 13.64%.

We can get a much sharper picture of these relations by looking at Figure 2. The data in Figure 2 are demeaned values. The upper left panel plots the (log) consumption to income ratio. The upper right panel plots the (log) consumption to equity wealth ratio. In 1980Q1, both the (log) consumption to income ratio and the (log) consumption to equity wealth ratio fall below their mean values. With some minor exceptions, during the post-1980 period, both the (log) consumption to income ratio and the (log) consumption to equity wealth ratio remain below their mean values. This reflects both a decrease in consumption and an increase in equity wealth. In the lower right panel of Figure 2 the de-meaned ex-post real interest rate (Treasury bill rate minus inflation) is plotted. The ex-post real interest rate remained, for the most part, below its mean (with some exceptions) during the pre-1980 period. In 1980Q4 the real interest rate rises above its mean, and remains above its mean thereafter, with some minor exceptions. In all cases it appears that there was a structural change that occurred in the consumption/income, consumption/wealth, and the real interest rate series somewhere between 1980 and 1982. The lower left panel of Figure 2 shows de-meaned deviations from a (log) money demand function with a unitary income elasticity and an interest elasticity of 0.12 in absolute value. (The interest rate is not logged in this relation.) This relation appears relatively stable with the exception of some large deviations during the late 1970s and early 1980s, corresponding to the contractionary monetary policy followed by the Central Bank of Canada during this time period.
Table 1 reports descriptive statistics on the levels (not in logs) of the consumption/income ratio, the consumption/equity wealth, the ex-post real interest rate, and deviations from (log) money demand with unitary income elasticity and interest elasticity of 0.12 in absolute value, for two time periods; 1964Q1-1981:Q4 and 1982:Q1-1994Q4. The consumption/income ratio fell from an average of 0.907 during the first sub-period to 0.866 during the second sub-period. These averages are statistically different from each other. The consumption/equity wealth ratio decreased substantially from an average of 1.248 during the first subperiod to 0.741 during the second subperiod. The ex-post real interest rate, which averaged only 0.334 percent during the first period increased to 6.278 percent during the second period. Deviations from the (log) money demand function appear to be similar during both time periods. Column 3 of Table 1 reports difference of means tests. These tests show that the mean values of the two sample periods are statistically significant from each other. These results suggest, with the exception of (log) money demand, dummy variables will have to be included in any cointegration analysis in order to account for the structural shifts in these variables. We turn to a multivariate analysis of these relations next.

4.2 Unit Root Tests

We examine the order of integration of our variables. Four are measured as the natural log of real per-capita values, i.e. total consumption spending (c), disposable income (y), equity wealth (w), and M1 money supply (m). The 3-month Treasury bill rate (i) and inflation rate (π) are measured at annual rates. Table 2 presents the results of the univariate unit root tests for the above six variables. Panel A displays the results for the variables that are demeaned by the GLS procedure. Panel B presents results for the data that are detrended by the GLS procedure. The first column of each panel lists the variable of interest. The second column of each panel displays
the parameter indicating the degree of persistence ($\hat{\rho}$). All values of $\hat{\rho}$ are close or equal to one, with some slightly above one. Columns 3 and 4 present ADF and PP unit root test results. Column 5 displays the DF-GLS test proposed by Elliot et. al. (1996). Columns 6 and 7 report the results of the two M-tests. Column 8 shows the lag truncation parameter chosen using the modified information criterion. As the ADF and PP tests yield results similar to the M-tests, there would appear to be little evidence of a large negative moving average component in our data. In no case can the null hypothesis of unit root be rejected.

### 4.3 Cointegration Tests Allowing For Regime Shifts

From Figure 2 we saw that there appeared to be at least two, and possibly three, structural changes that occurred in the long-run relationships considered. Figure 3 displays the Hansen and Johansen (1993) recursive LR statistics for each cointegrating relation when regime shift dummy variables are included. The test statistics are normalized by the appropriate 5% critical values so that values greater than one imply significance (i.e. rejection of a stable cointegrating vector). We can see from Figures 3 that once we account for regime shifts, we cannot reject a stable cointegrating vector over the entire sample for all relations considered.

Column 1 of Table 3 shows the hypothesized cointegrating vector and the specific dummy variables included in the VECM. Column 2 of Table 3 presents the Johansen trace statistic. Column 3 of Table 3 presents the estimated cointegrating vector. Column 4 of Table 3 presents a likelihood ratio test statistic, which tests whether one can reject the restricted cointegrating vector shown in Column 1. These tests show that when dummy variables are included in the cointegrating relations, the one-for-one linkage between (log) real per-capita consumption and (log) real disposable income as well as the one-for-one linkage between (log) real per-capita consumption and (log) real equity wealth cannot be rejected.
The above results imply that the (log) consumption/income ratio and the (log) consumption/wealth ratio are stable only after accounting for a shift in the mean of the process. Due to the decline in consumption and increase in wealth, these ratios have reached a new lower equilibrium level in the post-1980 period. The results also suggest that a stable money demand function exists over the entire period. A unitary income elasticity is found with an interest elasticity of 0.12 in absolute value. This result was also confirmed by a Fully-Modified OLS (see Phillips and Hansen, 1990) procedure in which the (log) velocity (y-m) is regressed on the 3-month nominal interest rate. The result of this estimation yielded an interest rate elasticity of 0.12 in absolute value. The specification of the deterministic components has important implications for the estimate of the Fisher effect, as well as any cointegrating relation. Crowder and Hoffman (1996), using U.S. data, found that when a superfluous non-zero mean is included in the specification, estimates of the Fisher effect will be biased. Because the Treasury bill rate and the inflation rate are non-trending variables, we constrain the constant term in the cointegrating vector to be zero. The estimated cointegrating vector between i and $\pi$ is \([1, -1.64]\).

We cannot reject the null hypothesis (at the 5% level) that the cointegrating vector between the 3-month Treasury bill rate and the inflation rate is \([1, -1.6]\). This estimate of the Canadian Fisher effect is within the range implied by the tax rates of Daly and Jung (1987). The LR test of the restriction that the cointegrating vector between the interest rate and inflation is \([1, -1]\) is rejected and the recursive LR tests of this restriction show the vector to be unstable.

4.4 Multivariate Dynamic Analysis

It has been shown that when properly specified as a cointegrated system, accounting for regime shifts, the four long-run relations in Canada are satisfied and are stable over the sample period. We can obtain insight into the short-run relationship between these variables from an
examination of the estimates from the VECM of the full system, incorporating all four cointegrating vectors. Table 4 presents estimates of the full system VECM. Because the longest lag length observed in Table 3 was 5, we employ this lag length in our system VECM. The residuals from each VECM were tested for serial correlation, normality and ARCH effects. An examination of the p-values on the Ljung-Box Q-statistics reveals no evidence of serial correlation in any equation. (see Column 6 of Table 4) The wealth equation residuals suffered from minor ARCH effects while the residuals of the money equation showed evidence of minor deviations from normality. Gonzalo (1994) has demonstrated, using Monte Carlo simulations, that the Johansen procedure performs well even when disturbances are non-spherical, that is, estimates and inferences on \( \beta \) are still valid. The inferences from the VECM, however, are affected. Therefore, the standard errors used to make inference in the full-system VECM have been adjusted using the Newey-West consistent covariance matrix with a Bartlett correction that includes three autocovariances in the calculation.

The results of the full-system VECM (including dummy variables), reveals that all the error correction coefficients in both the income and inflation rate equation are insignificantly different from zero. This implies that disposable income and inflation are weakly exogenous. (See Engle, Hendry and Richard (1983)).

Table 4 also reports F-tests for the joint significance of the lagged differenced terms in the VECM. With the exception of the F-test on the lagged changes of inflation in the inflation equation, the other F-tests in the income and inflation equations indicate that one cannot reject the null that the coefficients on the lagged changes are jointly zero. These results imply that income is strongly exogenous. If all of the F-tests indicate that none of the lagged changes of the independent variables are significant, then this implies that there is no short-run Granger
causality running in the direction of the dependent variable. The significance of the error-correction term indicates long-run Granger causality.

4.5 Permanent and Transitory Decompositions

Each of the six variables in our system is decomposed into a permanent and transitory component. With six variables and four cointegrating vectors, there are two common trends among the six variables. As mentioned above, income and inflation were found to be weakly exogenous. This result implies that these variables represent the sources of the two common trends in the system. The accumulations of innovations to income form the first common trend while innovations to inflation form the second common trend. Note that the permanent components of each series are a weighted average of the two common trends except for the permanent component of real per-capita income and inflation because of the weak exogeneity restrictions that cannot be rejected by the data. The six series along with their associated permanent components (designated by dashed lines) are plotted in Figure 4. The transitory components (actual minus permanent component) of each series are plotted in Figure 5. We can see that there is a close linkage between the actual series and its corresponding permanent component once the regime shifts are included.

4.6 Impulse Response Analysis

We have found evidence of cointegration consistent with the theoretical restrictions for four different relations. But evidence of cointegration in isolation does not tell the entire story. To be more specific, having knowledge of cointegration can help to explain the movements of these variables through time in response to discernible shocks. This provides insight on the relationship between the variables in the cointegrated system, not only over the long run, but over the short and intermediate terms as well.
Innovation analysis is conducted from the MA representation. In order to give the innovations or shocks a structural interpretation identifying restrictions must be imposed as in standard VAR analysis. Crowder (1995) demonstrates, using a bivariate cointegrated model, that identification of the structural permanent and transitory shocks is achieved by the assumption of independence between the innovations or shocks, which is a standard assumption in this literature. This section analyzes the dynamics of the system of four cointegrating vectors. The dynamic behavior of the statistical model is compared with the implications of the theoretical model using Impulse Response Functions (IRFs), which are calculated from the structural common trends representation.

Recall that income and inflation were found to be weakly exogenous in our VECM system of Table 4. This result implies that innovations to income and inflation accumulate to form the two common trends of the six variable system with four cointegrating vectors. In other words, when deviations from long-run equilibrium occur, it is real per-capita, equity wealth, consumption, money, and interest rate that adjust to restore long-run equilibrium. Given these results, we can interpret the first permanent shock as a real (productivity) shock and the second as a nominal (money growth) shock.

Figures 6 and 7 presents the cumulative impulse response of each series to a shock to the two permanent components (income and inflation respectively) while Figures 8 through 11 present the cumulative impulse response of each series to the four transitory components. From Figure 6 we can see that a one standard deviation shock to real income leads to an increase in real per-capita income, consistent with a real productivity shock. Contrary to theoretical expectations, a productivity shock leads to a fall in real interest rates. This results because the positive short-run response of inflation is larger than the negative short-run response of the short-
term nominal interest rate. The response of real per-capita M1 is positive. Such dynamic behavior suggests that the central bank accommodates the productivity shock. We also estimate a smaller version of our model where we have a four variable VAR with $y$, $\pi$, $i$, and $m$. Here we have two long-run equilibrium relations; a money demand equation and a Fisher equation. Such a system was estimated by Crowder, Hoffman and Rasche (1999). We obtain the same results using the smaller system.

Figure 9 shows the response of our variables to a nominal money growth shock. These results are more in line with theory. A negative money growth shock causes real interest rates to rise in the short-run. This is the result of inflation falling in the short-run by a larger amount than short-term nominal interest rates fall. In addition, per-capita consumption and wealth also decline in the short-run, while money demand increases.

5 Summary and Conclusion

Three long-standing long-run equilibrium relationships examined in macroeconomics are the consumption-income relation, the money demand relation and the Fisher equation. A fourth linkage that also has some importance is the long-run linkage between wealth and income. Theory suggests that the above relations should have a long-run equilibrium stable relation over time. The Canadian economy suffered a severe recession in 1980 and 1982. In addition, the Canadian economy pursued tight monetary policy and expansionary fiscal policy during the post-1980 period. In the post-1980 period Canada also increased incentives to save through changes in the tax laws. This paper applies modern time series methods to Canadian quarterly data from 1964Q1 to 1994Q4 to investigate the effect of these events on the four long-run relations mentioned above. The results of this paper show that, while the long-run linkage between these relationships was maintained after 1982, permanent downward level shifts occurred in the
consumption/income ratio, and the wealth/income ratio while there was an increase in ex-post real interest rates. The demand for M1 function was found to be stable over the entire sample period examined, with no level shifts. This paper finds considerable support that four traditional long-run economic relations in Canada are stable over the period 1964Q1-1994Q2, when regime shifts dummy variables are included to account for structural breaks.

The above results are also consistent with the literature suggesting that the Central Bank of Canada maintained a high level of interest rates to keep inflation low, which they were successful in doing. Permanent and transitory decomposition and impulse response analysis is also conducted.
Notes

1. The results of the cited studies are dependent on the form of the restrictions used to identify the structural relationships. Sims (1980) has argued that it is difficult to justify short-run restrictions. And while long-run restrictions have more theoretical appeal, they may not adequately identify the model as demonstrated by Faust and Leeper (1997).

2. Due to space considerations we only briefly discuss the empirical techniques used in the analysis. A more detailed working paper version, Crowder and Wohar (2002), includes discussions of methodologies.

3. We would like to thank Tiff Macklem for providing data on various measures of wealth. For a more detailed discussion of data sources see Macklem (1997).

4. Serena Ng kindly provided the GAUSS code used to implement these tests.

5. Results for the Johansen test when no dummy variables are included (not reported to conserve space) and the Horvath and Watson (1995) statistic (reported in Column 5 of Table 3) do not find evidence of cointegration for the c-y or c-w relations, although cointegration is found for the money demand relation and Fisher relation. These findings are consistent with evidence in figure 2 and table 1.

6. Because we assume these break dates represent exogenous changes in the Canadian economy, dummy variables are used to capture their effects in the VECM. The first dummy variable (D73) takes on a value of zero through 1972Q4, after which it takes on a value of one. The second dummy variable (D80) takes on a value of zero through 1979Q4 and one thereafter. The third dummy variable (D82) takes on a value of zero through 1981Q4 and I thereafter.

7. An alternative test for parameter non-constancy for I(1) variables is developed in Hansen (1992). Hansen proposes three tests (SupF, MeanF, and Lc). All of these have the null
hypothesis of parameter constancy but differ in their alternatives. The SupF test tests for a structural break of unknown timing and is appropriate for determining if there has been an abrupt shift in regime. The MeanF and Lc tests model the parameters as a martingale under the alternative. Hence, any change is viewed as a gradual process.
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## Table 1
### Descriptive Statistics of Equilibrium Ratios

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumption/Income Ratio</td>
<td>0.907 (0.0019)</td>
<td>0.866 (0.0027)</td>
<td>z = 12.42</td>
</tr>
<tr>
<td>Consumption/Wealth Ratio</td>
<td>1.248 (0.0339)</td>
<td>0.741 (0.0208)</td>
<td>z = 12.74</td>
</tr>
<tr>
<td>Ex-post Real Interest Rate</td>
<td>0.334 (0.4676)</td>
<td>6.278 (0.3513)</td>
<td>z = 10.16</td>
</tr>
<tr>
<td>Money Demand</td>
<td>-0.984 (0.0370)</td>
<td>-1.179 (0.0425)</td>
<td>z = 3.46</td>
</tr>
</tbody>
</table>

NOTES: Numbers in brackets represent standard error. The z-statistic is distributed N(0,1). The z-statistic is calculated as the absolute value of the difference in the two means divided by the square root of the sum of the squared standard errors.
### Table 2
Unit Root Test Statistics

#### Panel A

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\hat{\rho}$</th>
<th>$ADF - t_{\hat{\beta}}$</th>
<th>$PP-Z_{\rho}$</th>
<th>$DF^{GLS}$</th>
<th>$MZ_{\rho}$</th>
<th>$MZ_t$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumption</td>
<td>1.002</td>
<td>-1.013</td>
<td>-3.630</td>
<td>0.563</td>
<td>0.561</td>
<td>0.491</td>
<td>12</td>
</tr>
<tr>
<td>Income</td>
<td>1.000</td>
<td>-1.065</td>
<td>-2.814</td>
<td>0.176</td>
<td>0.289</td>
<td>0.225</td>
<td>11</td>
</tr>
<tr>
<td>Equity Wealth</td>
<td>1.001</td>
<td>-1.013</td>
<td>-3.630</td>
<td>0.563</td>
<td>0.561</td>
<td>0.491</td>
<td>12</td>
</tr>
<tr>
<td>Money</td>
<td>0.971</td>
<td>-1.181</td>
<td>-3.537</td>
<td>-1.169</td>
<td>-3.343</td>
<td>-1.503</td>
<td>0</td>
</tr>
<tr>
<td>Interest rate</td>
<td>0.970</td>
<td>-2.144</td>
<td>-8.424</td>
<td>-1.421</td>
<td>-4.113</td>
<td>-1.429</td>
<td>2</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.899</td>
<td>-1.607</td>
<td>-9.264</td>
<td>-1.616</td>
<td>-5.901</td>
<td>-1.688</td>
<td>4</td>
</tr>
<tr>
<td>5% Critical Value</td>
<td>-2.86</td>
<td>-14.1</td>
<td>-1.98</td>
<td>-8.10</td>
<td>-1.98</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Panel B

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\hat{\rho}$</th>
<th>$ADF - t_{\hat{\beta}}$</th>
<th>$PP-Z_{\rho}$</th>
<th>$DF^{GLS}$</th>
<th>$MZ_{\rho}$</th>
<th>$MZ_t$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumption</td>
<td>0.972</td>
<td>-1.646</td>
<td>-6.911</td>
<td>-1.482</td>
<td>-12.754</td>
<td>-2.395</td>
<td>12</td>
</tr>
<tr>
<td>Income</td>
<td>0.987</td>
<td>-0.438</td>
<td>-0.998</td>
<td>-0.491</td>
<td>-1.166</td>
<td>-0.416</td>
<td>1</td>
</tr>
<tr>
<td>Equity Wealth</td>
<td>0.921</td>
<td>-2.570</td>
<td>-12.932</td>
<td>-2.582</td>
<td>-12.842</td>
<td>-2.528</td>
<td>1</td>
</tr>
<tr>
<td>Money</td>
<td>0.971</td>
<td>-0.987</td>
<td>-3.248</td>
<td>-1.175</td>
<td>-3.487</td>
<td>-1.153</td>
<td>0</td>
</tr>
<tr>
<td>Interest rate</td>
<td>0.936</td>
<td>-2.041</td>
<td>9.785</td>
<td>-1.996</td>
<td>-9.074</td>
<td>-2.028</td>
<td>2</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.885</td>
<td>-2.000</td>
<td>-11.262</td>
<td>-1.794</td>
<td>-6.467</td>
<td>-1.790</td>
<td>4</td>
</tr>
<tr>
<td>5% Critical Value</td>
<td>-3.41</td>
<td>-21.00</td>
<td>-2.91</td>
<td>-17.30</td>
<td>-2.91</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note:
Panel A: The $ADF$ and $PP$ test results are from a model that was $OLS$ demeaned The other test results are from a model that was demeaned by the $GLS$ procedure.
Panel B: The $ADF$ and $PP$ test results are from a model that was $OLS$ detrended. The other test results are for the data that was detrended by the $GLS$ procedure.
The parameter $\hat{\rho}$ is the autoregressive coefficient. The parameter, $k$, is the lag length.
Table 3
Multivariate Unit Root Test Statistics

<table>
<thead>
<tr>
<th>Variables[Hypothesized CIVs]</th>
<th>Johansen Trace Statistics</th>
<th>Estimated CIVs</th>
<th>Tests of Restricted CIVs</th>
<th>Horvath-Watson Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VAR Lag Length</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0</td>
<td>15.46**</td>
<td></td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>r ≤ 1</td>
<td>6.63</td>
<td>[1, -1.05]</td>
<td>[0.64]</td>
</tr>
<tr>
<td></td>
<td>k = 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_t, y_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[1, -1]</td>
<td>D82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0</td>
<td>13.44*</td>
<td></td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>r ≤ 1</td>
<td>3.55</td>
<td>[1, -0.73]</td>
<td>[0.64]</td>
</tr>
<tr>
<td></td>
<td>k = 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_t, w_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[1, -1]</td>
<td>D73, D80, D82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0</td>
<td>38.73**</td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>r ≤ 1</td>
<td>15.11</td>
<td>[1, -1, 0.13]</td>
<td>[0.99]</td>
</tr>
<tr>
<td></td>
<td>k = 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m_t - p_{t}, y_t, i_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[1,-1,0.12]</td>
<td>None</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>r = 0</td>
<td>7.75*</td>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>r ≤ 1</td>
<td>1.52</td>
<td>[1, -1.64]</td>
<td>[0.99]</td>
</tr>
<tr>
<td></td>
<td>k = 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$i_t, \pi_{t+i}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[1,-1.6]</td>
<td>None</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: ** and * designate significance at the 5% and 10% level, respectively. Numbers in brackets are p-values.

a. Column 1 displays the variables in the cointegrating relation, the hypothesized cointegrating vector, and the statistically significant dummy variables included in the relevant VECM equation. D73, D80, and D82 are dummy variables that take on the following values: D73=1 for the period 1973:Q1-1994:Q2, zero elsewhere; D80=1 for the period 1980:Q1-1994:Q2, zero elsewhere; D82=1 for the period 1982:Q1-1994:Q2, zero elsewhere.

The value of k is the number of lags in the levels VAR and k-1 in the differenced VECM and was chosen as the minimum lag necessary to yield statistically uncorrelated residuals.
c. Column 3 reports the estimated coefficients of the cointegrating vector with dummy variables included where appropriate.
d. Column 4 reports the Johansen -Jesulius $\chi^2$ likelihood ratio test of the restricted cointegrating vector hypothesized in column 1. Marginal significance levels are given in brackets.
e. Column 5 presents the Horvath and Watson (1995) one-side (upper-tail) test of the null of no integration vs. the alternative of cointegration using the pre-specified cointegrating vector given in column one (no dummy variables included). L is the lag length in the H-W model that is chosen as the lag where the BIC is minimized.
Table 4
Vector Error Correction Model Results

<table>
<thead>
<tr>
<th>Equation</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
<th>$\alpha_3$</th>
<th>$\alpha_4$</th>
<th>Q(30)</th>
<th>F-\Delta y_{t-i}</th>
<th>F-\Delta \pi_{t-i}</th>
<th>F-\Delta i_{t-i}</th>
<th>F-\Delta c_{t-i}</th>
<th>F-\Delta w_{t-i}</th>
<th>F-\Delta m_{t-i}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta y$</td>
<td>-0.007</td>
<td>0.181</td>
<td>0.000</td>
<td>0.017</td>
<td>27.87</td>
<td>1.09</td>
<td>1.34</td>
<td>0.45</td>
<td>0.83</td>
<td>0.94</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.102)</td>
<td>(0.000)</td>
<td>(0.014)</td>
<td>[0.58]</td>
<td>[0.37]</td>
<td>[0.26]</td>
<td>[0.77]</td>
<td>[0.50]</td>
<td>[0.44]</td>
<td>[0.09]</td>
</tr>
<tr>
<td>$\Delta \pi$</td>
<td>1.142</td>
<td>-20.336</td>
<td>0.131</td>
<td>-1.700</td>
<td>19.31</td>
<td>0.46</td>
<td>4.80</td>
<td>1.07</td>
<td>1.51</td>
<td>0.62</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>(1.092)</td>
<td>(20.469)</td>
<td>(0.070)</td>
<td>(2.890)</td>
<td>[0.94]</td>
<td>[0.76]</td>
<td>[0.02]</td>
<td>[0.38]</td>
<td>[0.21]</td>
<td>[0.65]</td>
<td>[0.17]</td>
</tr>
<tr>
<td>$\Delta i$</td>
<td>-0.941</td>
<td>22.001**</td>
<td>-0.068*</td>
<td>-2.524**</td>
<td>26.99</td>
<td>3.00</td>
<td>2.68</td>
<td>3.93</td>
<td>0.53</td>
<td>1.48</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>(0.559)</td>
<td>(9.233)</td>
<td>(0.034)</td>
<td>(1.022)</td>
<td>[0.62]</td>
<td>[0.02]</td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.71]</td>
<td>[0.22]</td>
<td>[0.95]</td>
</tr>
<tr>
<td>$\Delta c$</td>
<td>0.020**</td>
<td>-0.074</td>
<td>-0.0066**</td>
<td>0.003</td>
<td>31.87</td>
<td>2.45</td>
<td>2.20</td>
<td>0.51</td>
<td>3.29</td>
<td>1.83</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.076)</td>
<td>(0.0003)</td>
<td>(0.007)</td>
<td>[0.37]</td>
<td>[0.05]</td>
<td>[0.08]</td>
<td>[0.73]</td>
<td>[0.02]</td>
<td>[0.13]</td>
<td>[0.78]</td>
</tr>
<tr>
<td>$\Delta w$</td>
<td>0.130**</td>
<td>-0.960</td>
<td>0.004</td>
<td>0.317**</td>
<td>25.99</td>
<td>2.11</td>
<td>1.96</td>
<td>2.27</td>
<td>0.32</td>
<td>0.99</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>(0.055)</td>
<td>(0.739)</td>
<td>(0.003)</td>
<td>(0.067)</td>
<td>[0.68]</td>
<td>[0.08]</td>
<td>[0.11]</td>
<td>[0.07]</td>
<td>[0.87]</td>
<td>[0.42]</td>
<td>[0.39]</td>
</tr>
<tr>
<td>$\Delta m$</td>
<td>0.07**</td>
<td>-0.109</td>
<td>0.0014*</td>
<td>0.035</td>
<td>30.07</td>
<td>0.758</td>
<td>1.37</td>
<td>0.78</td>
<td>0.35</td>
<td>1.26</td>
<td>3.95</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.168)</td>
<td>(0.0007)</td>
<td>(0.016)</td>
<td>[0.46]</td>
<td>[0.56]</td>
<td>[0.35]</td>
<td>[0.54]</td>
<td>[0.84]</td>
<td>[0.29]</td>
<td>[0.01]</td>
</tr>
</tbody>
</table>

NOTES:
The columns $\alpha_j$ correspond to the estimate of the error correction coefficient associated with each equation in the VECM. $\alpha_j$ for $j=1, 2, 3, 4$ correspond to cointegrating vector (CIV) $j=1, 2, 3, 4$

CIV$_1$ = $y-m-0.12i$; CIV$_2$ = $c-y$; CIV$_3$ = $i-1.6\pi$; CIV$_4$ = $c-w$

Numbers in parentheses are Newey-West corrected standard errors. Numbers in brackets are marginal significance levels. The lag length, k, used in the levels VAR is equal to 5 (4 difference terms in the VECM).

The variables, y, $\pi$, i, c, w, and m, are natural log of real per-capita disposable income, inflation over the 3-month maturity of the T-bill, 3-month Treasury bill, real per-capita total consumption expenditures, real per-capita equity wealth, and real per-capita M1 money supply.

** and * designate significance at 5% and 10% level respectively.

D73, D80, and D82 are dummy variables which take on the following values.

D73=1 for 1973Q1-1994Q2, 0 elsewhere;
D80-1 for 1980Q1-1994Q4, 0 elsewhere;
D82=1 for 1982Q1-1994Q2, 0 elsewhere.
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